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Kentik is the Network Observability Company
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And a bit about me

Nina Bargisen

e Director, Go To Market Strategy

e Prior to this | spenta couple of decades building the internet at Subspace, Netflix
and TDC

e Apassionate sailor



It’s not all your network anymore
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Is it the
network?

How can we
not know?




The observability wave

Observability is the ability to understand system behavior by
looking at its outputs

Leading platforms are challenged by networking constructs
(paths, prefixes, maps) and the numbers, particularly of IP addresses

But observability CAN be for networks too! It requires:

o Consuming high volume of network data
o Learning and asking in network terms
o Integrating with traditional observability data and platforms



What is network OBSERVABILITY?

It’s the ability to answer any question about your network

When will we
be at
capacity?
Is the network the
problem?

What’s driving

What should | be latency in the east?
performance testing?

What will my
cloud costs
bein...?




The six requirements for network observability

AL AL

Correlate Add context Get Insights Ask Automate
all networks traffic and (business, that provide  any question routine tasks
performance  app, cloud) clarity



What Good Network Observability Looks Like

CORE | EDGE | CLOUD | (SD-)WAN
INTERNET | CONTAINERS
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TELEMETRY | HOSTS | SNMP
SYNTHETIC TESTS

GEO | ROUTING | APP | THREAT
BUSINESS CONTEXT

SAAS
SCALABLE
REAL-TIME

INTEGRATED
AUTONOMOUS

DASHBOARDS | ALERTS
INSIGHTS

QUERY | FILTER | DRILL
ZOOM | MAP

ANALYTICS | MESSAGING
WORKFLOWS | MITIGATIONS
SERVICE TICKETS | JSON
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Requirement 1: See all networks

kentik

“\- OPERATE > Kentik Map View Logical Map = Details

SEE CLOUDS &
NETWORKS
TOGETHER

DISCOVER ROUTES &
PATHWAYS

SEE & DRILL INTO ‘ DRILL TO GRANULAR
PERFORMANCE ' DETAILS
DETAILS

€€ Why are Boston users having 0365 issues? | Why is Azure slow to S3? | Can Fastly get to AWS well?



Requirement 2: Correlate traffic flows and performance tests

SEE REAL IMPACT OF
PERFORMANCE TESTS ‘ .

USE FLOWS TO SET UP
& RIGHT-SIZE TESTS

DRILL INTO
SPECIFIC EVENTS

€€ Was anything affected by PSI’s outage? | What customers are having access issues?



Requirement 3: Understand in context

ADD ANY CONTEXT
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€€ Which customers are filling my AWS interconnect? | What users are crypto mining?



Requirement 4: get insights that provide clarity

@\ Observation Deck

+ Add Visualizations

Welcome to your Observation Deck
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Requirement 5: Ask (and get an answer to) any question

ASK ANY WAY: ZOOM,
FILTER, DRILL

ORGANIZED DATA
THAT’S EASY TO SEE

Filters - Aggregate - Metric Time Range
1 filters applied 95th Percentile Bits/s Last Week
[ASN ~ ] Select value... 2
® Outbound @ Through @ Other

].dd a Filter 14 Mbits/s 377 65

LN“UM

g e
City Is Mbits/s Mbits/s Mbits/s
Site

Device

Interface Name

Interface Description

Application
Protocol

Port

Connectivity Type
Network Boundary
INET Family

DETAILEED, HI-FI
VISUALIZATIONS

019 01/10 o1m 0112 01113 0114 01115

£ View in Data Explorer

BGP Communities % Countries Devices Interfaces Prefix/LEN Sites {8 Customize
Internal Inbound Outbound Through Other Total
City W Mbits/s Mbits/s Mbits/s Mbits/s Mbits/s v
1,681.64 31.03 0.61 415.49 83.84 2,21262 =
San Francisco 1,5630.06 2.90 1.59 50.41 13.35 1569832 =
New York City - 8.00 = 34.46 19.26 6171 =

€€ What’s going onin Dallas? | Who's using 8.8.8.8? | Why is there still app traffic in that DC?



Requirement 5: Ask (and get an answer to) any question

INSTANTLY QUERY
AND SHARE

Top Src Interface, Src AWS Region, Dest VPC ID, Dest AWS Instance Type by Average bits/s

Last1h | B 97 of 97 data sources.

2006

2025 20:30

Interface
@  Historical Total: 7 days back  Overlay

@ Total Overlay

@  embedded cache (107)
embedded_cache

free_pni (102)
free_pni

98-0/0/2.0 (540)
P1.0RD1::BB::1G::ORD1:TO-PEA.SJ..

9-0/0/3.0 (541)
P1.0RD1::B8::1G::0RD1:TO-PES.NY.

Source.
Region

20:35

2021-05-03 UTC (1 minute intervals)
Group By Dimensions x
o o P
S

QUERY AND FILTER

ANY DIMENSION




VISUALIZE TASK IN

CTION

BACKTRACK TO

UNDERSTAND WHY

V4 DDoS - ICMP Flood Attack

An ICMP flood is a denial-of-service attack in which the attacker attempts to overwhelm a targeted host with ICMP echo-request

packets, causing the target to become inaccessible to normal traffic. When the attack traffic comes from multiple...

Show More

DestiF/CIDR 57.27 Kpackets/s 173.00 Unique Src IPs 27.11 Mbits/s

10.0.6. 3796% above threshold

246% above threshold

08:50 08:55

09:05 09:10

2021-05-03 UTC (1 minute intervals)

Why Was This Triggered?
The following conditions were met:

Condition

Kpackets/s value is greater than 1.47 Kpackets/s (static)

Unique Src IPs value igaireater than 50.00 Unique Src IPs (static)

A static threspasfias used (no baselining)

— Total

Value
57.27 Kpackets/s (3796% over threshold)
173.00 Unique Src IPs (246% over threshold)

09:15

12 View in Data Explorer

Requirement 6: Automate routine tasks

O Severity
Major

@ starting Time
2021-05-03 09:17

@© Ending Time
Currently Active

A Alarm ID
180 104057649

5 @ Policy
V4 DDoS - ICMP Flood Attack
Family

V4 DDoS

--- sdj 215 anbiun
o
2>

8l

Frequency

This insight has happened roughly
2x per day in the last 30 days
Show all Occurrences

SRR TT N [T T [ IR
0 DestIP/CIDR

10.0.6.2 has been found in 67 other
V4 DDoS insights in the last 7 days.

Take Action

a

& Open in Data Explorer
28 Open in Dashboard
O Open in DDoS

¢ Star Insight

Explore More Insights
V4 DDOS - ICMP Flood Attack
insights

JUMP OFF TO NEXT

LOGICAL STEP

Automate cost reporting | Manage capacity with no touch | Mitigate attacks as soon as we see them



What happens when you do it right

¥

Uptime Productivity Cost

25% MTTR Improvement 30% Faster Ops Task Completion 20% OPEX Savings
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